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Using Conditional Probability to Measure Rule-based Knowledge Similarity

Chin-Jung Huang, Min-Yuan Cheng

1 Department of Mechanical and Computer-Aided Engineering, St. John’s University, Taiwan
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Abstract

In the process of rule-based knowledge accumulation, due to various knowledge sources and various expert comments in the knowledge base, specific knowledge elements in the knowledge base may be in duplicate, in conflict, or inconsistent. The application of wrong information may even lead to wrong decisions. This study proposes the O-A-RV structure for rule-based knowledge and integrates conditional probability, vector matrices, and artificial intelligence to establish the conditional probability knowledge similarity algorithm and develop the knowledge similarity calculation system, which together can quickly and accurately calculate knowledge similarity matrices and determine the relationship among knowledge items. Moreover, according to knowledge relationships, through the inference of value-added treatment such as merging, integration, deletion, innovation and additions, the accuracy of the knowledge itself can be securely ensured and wrong decisions be avoided.

Keywords: Rule-based Knowledge, Conditional Probability, Vector Matrices, Artificial Intelligence, Similarity

1. Introduction

In establishing a rule-based knowledge base, experts are always alert to whether there may exist in the base any logic or structure errors. That is, they insist on the verification of redundancy rules, conflict rules, circularity rules and incompleteness rules. However, in the process of knowledge accumulation, due to different knowledge sources in the knowledge base and different opinions that may be held by different experts, specific information in the knowledge base may be in duplicate, in conflict or inconsistent. This may cause problems such as information unsuitable for use. More importantly, the application of wrong knowledge may lead to wrong decisions.

Knowledge value-added treatment should be done according to relationships among knowledge items, which are determined on the basis of knowledge similarities. So, how to accurately calculate similarity becomes the most basic and necessary task.

2. Literature Review

According to statistics done by McGill, Koll and Noreault in 1979, current methods for measuring similarity were continually growing and already numbered more than 60 types including inner product, Dice coefficient, cosine coefficient, Jaccard coefficient, overlap coefficient, etc. [1]. However, the most popular method today remains one based on the distance between the two end-points of two vectors and the angle between the two vectors. Distance in a geometric distance model is usually represented by Euclidean distance; and the angle by dot product [2].

In 1999 and 2001, Zhang put forward the similarity measure method integrating distance and angle. In this method, distance similarity uses an exponential function, with the bottom between 0.7-0.97, and angle similarity a cosine function [4][5]. In 1997, Frank proposed that the retrieval of different information may require different known similarity measuring methods; for example, after retrieval, the file similarity measure is transformed to the vector of numeric value and then the similarity between two vectors is calculated [3].

3. Measuring Rule-based Knowledge Similarity

3.1 Knowledge Representation in the O-A-RV Format

The syntax of rule-based knowledge representation is IF <antecedent> THEN <consequent>. The antecedent and the consequent, whatever they are, can be represented as a sentence. This paper proposes an improved O-A-RV structure comprising the following four components: Object (O), Attribute (A), Relationship Operator (R) and Linguistic Value (V), as shown in Fig. 1. Some examples of sentences represented by the O-A-RV structure are shown in Table 1.

The attributes of each object in the antecedent and consequent in knowledge, after proper transformation and mapping into numerical types, can be described by the three components in the O-A-RV structure. The RV component of a null component will be Null. The attribute representation of antecedent objects forms an antecedent
vector, while that of consequent objects forms a consequent vector. If the antecedent has \( n \) object attributes, it requires \( 3^n \) components for representation as described in Eq. (1). The consequent vector is expressed in the way of the antecedent vector. The antecedent and consequent vectors are then combined to form the knowledge vector.

3.2 Transform Mapping of O-A-RV

The possible data types of O-A-V components in a knowledge sentence are nominal, ordinal, or interval and ratio, as shown in Table 2.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Operation Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Unable to compare its magnitude. Unable to do arithmetic calculations.</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Finite, with order relationships, able to compare its magnitude, unable to do arithmetic calculations.</td>
</tr>
<tr>
<td>Interval ratio</td>
<td>Numerical, able to compare its magnitude and do arithmetic calculations</td>
</tr>
</tbody>
</table>

(1) Transformation of the O-A component

When the data type of the O-A component in a knowledge sentence is nominal, its transformation is 0 or 1 respectively, determined by whether there is an identical character or not, as shown in Table 3.

<table>
<thead>
<tr>
<th>Object (O)</th>
<th>Attribute (A)</th>
<th>Mapping Value (O)</th>
<th>Mapping Value (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing identical character</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>No identical character</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

(2) Transformation of RV-components

(a) When the data type of V is nominal, its transformation is 0 or 1 according to the nature of the O-A part, determined by whether or not there is an identical character.

(b) When the data type of V is ordinal, it is directly assigned to transform a specific value between 0 and 1 according to Table 4.

<table>
<thead>
<tr>
<th>Description of V</th>
<th>Transformation of V</th>
</tr>
</thead>
<tbody>
<tr>
<td>small, very small, very slow</td>
<td>VS 0</td>
</tr>
<tr>
<td>Slow, slow</td>
<td>S 0.25</td>
</tr>
<tr>
<td>Medium, common speed</td>
<td>M 0.5</td>
</tr>
<tr>
<td>Large, fast</td>
<td>L 0.75</td>
</tr>
<tr>
<td>Large, very large, very fast</td>
<td>VL 1</td>
</tr>
</tbody>
</table>

(3) If the data type of V is interval and Ratio, it is to keep its original numerical value. Furthermore, if all the Relationship operators (R) of the component are the equal sign, it is to normalize Eq. (2), so as to map the value of V into the range from 0 to 1.

\[
V_{\text{norm}} = \frac{V - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}} (2)
\]

\( V_{\text{norm}} \): the normalized value of V, ranging between 0 and 1
\( V \): the value of V before normalization
\( V_{\text{max}} \): the maximal element in component V
\( V_{\text{min}} \): the minimal element in component V

(4) If the data type of V is interval and ratio, but not all the relationship operators (R) are the equal sign, the transform mapping of RV component is determined by the conditional probability theory.

Conditional probability, \( P(B \mid A) = \frac{P(B \cap A)}{P(A)} \) is the probability that the event B occurs, under the condition that the event A occurs too. \( P(A) \) is the probability of the event A, \( P(A \cap B) \) is the probability that both the event A and event B occur.

Let \( x \) be the value of testing cases (T), \( y \) the value of knowledge cases (K), then the calculations of the transform mapping values of RV component, under the different situations of \( T>x \) or \( K>y \), are shown in Table 5.

<table>
<thead>
<tr>
<th>V1</th>
<th>V2</th>
<th>Value</th>
<th>K&gt;y</th>
<th>K&lt;y</th>
</tr>
</thead>
<tbody>
<tr>
<td>T&gt;x</td>
<td>max−x</td>
<td>max−y</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T=x</td>
<td>1</td>
<td>max−y</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T&lt;x</td>
<td>x−y</td>
<td>x−min</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Definition \( R = V_{\text{max}} - V_{\text{min}} \)

\( R \): the distributed range of the component V
\( V_{\text{max}} \): the maximal element of the component V
\( V_{\text{min}} \): the minimal element of the component V

Wherein V1 is the relationship between x and y, V2 between K and y. V2 between T and x, max is the maximal element of the component V with a value R further added, min is the minimal element of the component V with a value R further subtracted.

For the testing cases of \( x_1 < T < x_2 \) and \( y_1 < K < y_2 \), which fall within a certain range respectively, wherein V1 is the relationship among \( x_1 \) and \( y_1 \), V2 is the relationship among \( x_2 \) and \( y_2 \). max is the maximal element of the component V with a value R further added, and min is the minimal element of the component V with a value R further subtracted. Due to the pages of paper are limited, so that transformational value of the RV component for other cases can not list in this paper.
3.3 Knowledge Similarity Calculation

After the proper transform mapping and normalization for the knowledge antecedent and consequent, it is able to represent them into the O-A-RV format, and then form the antecedent, consequent and knowledge vectors. If the antecedent and consequent vectors have different dimensions, they are represented into the maximal dimension between them, with those augmented dimensions assigned with zero values. If the antecedent or consequent sentences contain the processing of logic operators like AND or OR, it is described as follows:

IF (a_i AND a_j) THEN c_k, the antecedent vector is formed by six components, [O_k A_k RV_k] [O_k A_k RV_k] IF (a_i OR a_j) THEN c_k, first to divide it into two knowledge operations, IF a_i THEN c_k and IF a_j THEN c_k, with their antecedent vectors represented as [O_k A_k RV_k] [O_k A_k RV_k] respectively, after the complete calculations, then merge them into the original knowledge form IF (a_i OR a_j) THEN c_k.

For m knowledge representations, each with a n-dimensional antecedent, and an l-dimensional consequent, then the antecedent matrix, consequent matrix and knowledge matrix are described by equations from (3):

\[
K = \begin{bmatrix}
  k_{11} & k_{12} & \cdots & k_{1(l \times n)} \\
  k_{21} & k_{22} & \cdots & k_{2(l \times n)} \\
  \vdots & \vdots & \ddots & \vdots \\
  k_{m1} & k_{m2} & \cdots & k_{m(l \times n)}
\end{bmatrix}
\]

(Antecedent Matrix)

\[
= \begin{bmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} & c_{11} & c_{12} & \cdots & c_{1l} \\
  a_{21} & a_{22} & \cdots & a_{2n} & c_{21} & c_{22} & \cdots & c_{2l} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_{m1} & a_{m2} & \cdots & a_{mn} & c_{m1} & c_{m2} & \cdots & c_{ml}
\end{bmatrix}
\]

(Consequent Matrix)

When rule-based knowledge is represented into knowledge vectors, such as the two knowledge vectors, \(\vec{k}_i = (k_{i1}, k_{i2}, k_{i3}, \ldots, k_{i(n \times l)})\) and \(\vec{k}_j = (k_{j1}, k_{j2}, k_{j3}, \ldots, k_{j(n \times l)})\), their Euclidean Distance \(D(\vec{k}_i, \vec{k}_j)\), Length \(\|\vec{k}_i\|\), Inner Product \(\vec{k}_i \cdot \vec{k}_j\) are defined in equations from (4) to (6) respectively.

\[
D(\vec{k}_i, \vec{k}_j) = \sqrt{\sum_{n=1}^{nl} (k_{in} - k_{jn})^2}
\]

(4)

\[
\|\vec{k}_i\| = \sqrt{\sum_{n=1}^{nl} k_{in}^2}
\]

(5)

\[
\vec{k}_i \cdot \vec{k}_j = \sum_{n=1}^{nl} k_{in} \cdot k_{jn}
\]

(6)

The present research proposes a knowledge similarity (KKS), which is simpler than the one in [5] and much easier to understand. It is the multiplicity between the Distance Similarity (DS) and Angle Similarity (AS). The KKS between two knowledge representations with m dimensions will take m² times of pairwise calculation, which are described in equations from (7) to (10).

\[
KKS_{ij} = DS(\vec{k}_i, \vec{k}_j) \cdot S(\vec{k}_i, \vec{k}_j)
\]

(7)

\[
DS(\vec{k}_i, \vec{k}_j) = 1 - \frac{D(\vec{k}_i, \vec{k}_j)}{\max_{i,j} D(\vec{k}_i, \vec{k}_j)}
\]

(8)

Constant Coefficient \(C = \frac{1}{1 - DS_{\min}}\)

(9)

\[
S(\vec{k}_i, \vec{k}_j) = \frac{\vec{k}_i \cdot \vec{k}_j}{\|\vec{k}_i\| \|\vec{k}_j\|} = \cos\theta
\]

(10)

The KKS value should be in the range from 0 to 1 since both the Distance Similarity (DS) and Angle Similarity (AS) are ranging from 0 to 1. When the constant coefficient in Eq. (9) is 1, then DSmin is 0, DSmax is the minimal Distance Similarity, which can be set by users.

The larger the KKS of two knowledge vectors, the more similar are the two knowledge vectors. Since KKS is in the range between 0 and 1, when KKS=1, it means the two knowledge vectors are entirely identical; when KKS=0, it means they are totally different. In the same way, the pairwise Antecedent Similarity (AAS), Consequent Similarity (CCS), Antecedent Consequent Similarity (ACS) can be described by equations from (11) to (13).

\[
AAS_{ij} = DS(\vec{a}_i, \vec{a}_j) \cdot S(\vec{a}_i, \vec{a}_j)
\]

(11)

\[
CCS_{ij} = DS(\vec{c}_i, \vec{c}_j) \cdot S(\vec{c}_i, \vec{c}_j)
\]

(12)

\[
ACS_{ij} = DS(\vec{a}_i, \vec{c}_j) \cdot S(\vec{a}_i, \vec{c}_j)
\]

(13)

3.3.1 Knowledge Similarity Matrix

Equations from (14) to (16) define the knowledge similarity matrix, antecedent similarity matrix and consequent similarity matrix. KSM, ASM and CSM might not be symmetric.

(1) KSM (Knowledge Similarity Matrix):

\[
KSM = \{KKS_{ij}\}_{i=1 \times m \times j=1 \times n}, i = 1 \; to \; m, \; j = 1 \; to \; n
\]

(14)

(2) ASM (Antecedent Similarity Matrix):

\[
ASM = \{AAS_{ij}\}_{i=1 \times m \times j=1 \times n}, \; s.t. \; i = 1 \; to \; m, \; j = 1 \; to \; n
\]

(15)

(3) CSM (Consequent Similarity Matrix):

\[
CSM = \{CCS_{ij}\}_{i=1 \times n \times j=1 \times l}, \; s.t. \; i = 1 \; to \; m, \; j = 1 \; to \; l
\]

(16)

3.3.2 Conditional Probability Knowledge Similarity Algorithm (CPKSA)

This study proposes the O-A-RV structure for rule-based knowledge and integrates conditional probability, vector matrices, and artificial intelligence to establish the conditional probability knowledge similarity algorithm (CPKSA), the architecture of which is shown in
Fig. 2, operated in the following steps:
Input: typical rule-based knowledge
Output: knowledge similarity matrix, antecedent similarity matrix, consequent similarity matrix
Step 1: Represent typical rule-based knowledge in the O-A-RV structure
Step 2: Transform and map each O-A-RV component into numerical values; represent them as knowledge matrices.
Step 3: Calculate pairwise similarity
Step 4: Save the matrices of similarity
Step 5: Stop

![Fig. 2. CPKSA Architecture](image)

3.3.3 An Example of Knowledge Similarity Calculation
Five instances of rule-based knowledge are shown in Table 6. If the RV component is not null, the null value of this component is converted to 0. If the RV component is null, the component value that is not null is converted to 1. The knowledge similarity matrices are given in the Table 7.

4. Conclusions and Future Work
To sum up, the present research reaches the following three conclusions:
1. A new knowledge vector representation for rule-based deterministic knowledge can be proposed on the basis of the O-A-RV structure, which comprises four components: object, attribute, relationship operators and linguistic values.
2. A calculation method for knowledge similarity can be proposed by integrating the distance and angle. Also a conditional probability knowledge similarity algorithm (CPKSA) can be proposed.
3. The knowledge case most similar to the testing case can be quickly retrieved from the knowledge base by applying CPKSA, and used for all types of case-based reasoning (CBR) to help decision making and prediction.
Future work is applying the conclusions to real areas of knowledge reasoning, decision assistance and predicting.
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![Table 1. The components of a sentence](image)

<table>
<thead>
<tr>
<th>Sentence</th>
<th>O</th>
<th>A</th>
<th>R</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>The temperature of the engine is more than 100 °C.</td>
<td>Engine</td>
<td>temperature</td>
<td>&gt;</td>
<td>100 °C</td>
</tr>
</tbody>
</table>

Antecedent Vector = \([O_1 A_1 R_1 V_1 O_2 A_2 R_2 V_2 O_3 A_3 R_3 V_3 \ldots O_n A_n R_n V_n] \) (1)

![Table 6. Representation of Knowledge Instances](image)

<table>
<thead>
<tr>
<th>No.</th>
<th>antecedent</th>
<th>consequent</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>=M &gt;190</td>
<td>=Null</td>
</tr>
<tr>
<td>K2</td>
<td>=M =Null</td>
<td>=45</td>
</tr>
<tr>
<td>K3</td>
<td>=M =Null</td>
<td>&lt;55</td>
</tr>
<tr>
<td>K4</td>
<td>=F &gt;180</td>
<td>=Null</td>
</tr>
<tr>
<td>K5</td>
<td>=F =Null</td>
<td>&gt;70</td>
</tr>
</tbody>
</table>

![Table 7. Knowledge Similarity Matrix (KSM)](image)

<table>
<thead>
<tr>
<th></th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>1.00</td>
<td>0.11</td>
<td>0.11</td>
<td>0.35</td>
<td>0.00</td>
</tr>
<tr>
<td>K2</td>
<td>0.30</td>
<td>1.00</td>
<td>0.84</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>K3</td>
<td>0.28</td>
<td>0.84</td>
<td>1.00</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>K4</td>
<td>0.35</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.11</td>
</tr>
<tr>
<td>K5</td>
<td>0.00</td>
<td>0.11</td>
<td>0.19</td>
<td>0.11</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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